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ABSTRACT

This paper addresses the issue of computer vision-based face motion capture as an alternative to physical sensor-based
technologies. The proposed method combines deformable template-based tracking of mouth and eyes in arbitrary video
sequences with a single speaking person with a global 3D head pose estimation procedure yielding robust initializations.
Mathematical principles underlying deformable template matching together with definition and extraction of salient image
features are presented. Specifically, interpolating cubic B-splines between the MPEG-4 Face Animation Parameters (FAPs)
associated with the mouth and eyes are used as template parameterization. Modeling the template a network of springs
interconnecting the mouth and eyes FAPs, the internal energy is expressed as a combination of elastic and symmetry local
constraints. The external energy function, which allows to enforce interactions with image data, involves contour, texture
and topography properties properly combined within robust potential functions. Template matching is achieved by applying
the downhill simplex method for minimizing the global energy cost. Stability and accuracy of the results are discussed on a
set of 2000 frames corresponding to 5 video sequences of speaking people.

Keywords: Facial motion capture, MPEG-4 face description, deformable template, 3D head pose estimation, monocular
video sequences.

1.  INTRODUCTION

Achieving non-supervised tracking of human faces and facial features in video sequences has motivated intensive research
in such application areas as human-machine interaction1-3, face and facial expression recognition4-9 and model-based facial
image coding10-17. Though intuitive for biological vision systems, locating faces and facial components in video sequences
remains today a challenging and largely open issue in computer vision. The main encountered difficulties refer to the
complexity and high variability of face morphology and head motion, and the lack of universal assumptions on scene
structure which often involves arbitrary and complex background together with unknown and variable lighting conditions.

Here, we are concerned with devising a non-supervised motion capture technique dedicated to human faces, in order to
enable the automated animation of virtual signing avatars for the development of deaf people oriented telecommunication
services. Within this framework, computer vision is believed to provide a relevant alternative to sensor-based motion
capture technologies.

The most successful approaches for face motion analysis are model-based techniques10,12,14,17 in which a 2D/3D face model
is fitted onto image data. These techniques involve (i) a global adaptation of the model onto the rigid/affine motion of the
entire head, followed by (ii) a local fit to recover the local deformations of  facial components.  In a previous work22, we
have developed a robust object-based 3D head pose estimation method. Relying on these results, we now tackle the issue of
achieving the local registration of some salient facial features by adopting a deformable template-based approach. The main
steps involved are the following: 1) devising parameterized geometric models for each facial feature under consideration; 2)
extracting salient image features in the regions corresponding to each facial feature; 3) selecting a non-rigid parametric
template deformation model; and 4) matching the facial component models onto image features using an optimization
procedure w.r.t. the deformation model parameters. Achieving an accurate template matching on arbitrary video sequence of
speaking people strongly depends on the image features taken into account.
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Facial components of interest refer to elements characterizing facial expressions such as mouth and eyes. Here, facial
component models are defined as cubic B-spline approximations of feature boundaries, and template deformation models
consist of parameterized 2D geometric mappings. Significant image features are selected as texture, edge elements and local
topography in mouth and eye inner regions, and extracted by means of gradient- and gray level morphological operators.
Specifically, a self-dual connection cost operator  is applied in order to extract in a reliable manner the local topography
whatever the lighting conditions. The matching procedure is achieved by minimizing an energy function combining internal
and external terms via the simplex optimization method.21 The internal template energy is derived from a linear elasticity
deformation model, whereas the external template energy is defined by properly combining retained image features.  Initial
template positioning on each frame of the sequence is performed by compensating the rigid head motion via a 3D global
head pose estimation procedure.22

This paper is organized as follows. In Section 2, the principles underlying deformable template matching are presented
together with the definition and extraction schemes of image features. Specifically, mouth and eye spline-based templates
together with their internal and external energy functions are defined. Section 3 deals with template matching on image data.
Internal and external template energy are combined within an optimization scheme based on the downhill simplex
algorithm. In Section 4, preliminary results obtained on a set of 2000 frames corresponding to 5 video sequences of
speaking people are presented and discussed.

2.  MATCHING  DEFORMABLE  TEMPLATES  ON  IMAGE  DATA

Deformable template modeling,19 is a generic model-oriented energy minimization-based approach for solving non-rigid
segmentation and matching problems in computer vision. A deformable template is a discrete parametric model that
provides an archetypic description of shape properties of a specific class of objects.  The ability of templates to model in a
compact fashion highly variable objects with multiple parts and complex topologies makes them particularly relevant for
face analysis in video sequences, including segmentation, non-rigid motion estimation10, coding12,14,15,23, indexing and
recognition4,5,6,9,17.

Specifying a deformable template T requires to define:

1. a discrete parameterized geometry consisting of (i) a set of nodal points and connectivity relationships that control
the global shape of the model, and (ii) a family of shape functions that determine the continuity properties at any
non-nodal point along the model;

2. an internal energy functional, denoted by Eint , that sets a priori constraints on the variability of shape properties of

the template model;

3. an external energy functional, denoted by Eext , that establishes interaction constraints in order to maintain the

consistency between the template geometry and relevant image features.

Template matching is then performed by minimizing the total energy functional templateE defined as a weighted sum of the

internal and external energy functionals:

extinttemplate EEE +=          .

The solution space on which templateE is minimized depends on the problem at hand. Within a segmentation framework, for

instance, minimization is carried out with respect to nodal point coordinates. Tracking facial features in a video sequence

(In)n refers to a matching problem in which we search for a 2D non-rigid transformation 1n+τ̂  within some space of regular

mappings that yields an optimal registration   : )(ˆˆ TT
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2.1.  Eye and mouth deformable templates

In this section, we specify the parameterized geometry of two deformable template models, denoted by Teye and Tmouth, and
adapted to eye and mouth, respectively. The discrete geometry of these templates is designed in accordance with the new
MPEG-4 Version 1 international standard that provides a complete and normalized description of face and facial
components (Figure 1). MPEG-4 face description, which is primarily focused on human body animation, is however too
complex for image analysis purpose, in such extent that all facial parameters cannot be associated with stable features in
video sequences with arbitrary lighting conditions and camera configurations. Compared to the MPEG-4 specification, the
number of degrees of freedom of Teye and Tmouth is therefore reduced by (i) merging the corner points of inner and outer lips,
and (ii) retaining only the inner eye boundaries (Figure 2). The mouth template Tmouth is decomposed as:

llluuluumouth LLLL ∪∪∪=T       ,

where Luu  (resp. Lul ) denotes the upper (resp. lower) boundary of the upper lip, and Llu  (resp. Lll ) denotes the upper (resp.

lower) boundary of the lower lip. We further denote by Du  (resp. lD ) the upper (resp. lower) lip region, and by Dmouth the
(possibly empty) region between the two lips. Similarly, the eye template Teye is decomposed as:

lueye EE ∪=T      ,

where Eu (resp. El) represents the upper (resp. lower) boundary of the eye model. We also denote by Deye the inner region of

Teye (Figure 2). In the sequel, the exponent notation Xn applied to some template-related entity X (e.g. nLuu , nDu ) will refer to
the corresponding entity of the deformed template Tn in frame n.

(b)

 (a)                                                              (c)

Figure 1: MPEG-4 Version 1 standard face description.
(a) Face Animation Parameters (FAPs) - (b) Eye animation parameters – (c) Mouth animation parameters.

(a)  (b)

Figure 2: Simplified (a) mouth template Tmouth and (b) eye template Teye.



The selection of an adequate family of shape functions is dictated by accuracy and compactness requirements. The most
frequent choice12,15,18 consists of second order interpolating polynomials, especially parabolic arcs. Nevertheless, quadratic
representations prove to be too rigid for accurately dealing with a wide variety of facial expressions, in particular those
involving large deformations of the mouth. Harmonic-based modeling24 has been shown to provide more accurate results,
but does not allow an intuitive geometric manipulation of the deformed template. Known as versatile modeling tools in
computer graphics25, spline-based representations have been successfully used for facial component modeling26. Following
the latter approach, we will make use in this paper of interpolating cubic B-splines along each curvilinear component of the
eye and mouth templates, under the following assumptions:

• boundary conditions refer to zero curvature;

• mouth/eye corners are defined as boundary points;

• spline coefficients are computed in a coordinate system with origin at the center of gravity of template points.

2.2.  Internal energy functionals

The internal energy functionals for Teye and Tmouth are designed to incorporate rigidity and local symmetry constraints:

• Linear elastic constraints are set by modeling the templates as systems of ideal springs connecting neighboring nodal
points along each of their curvilinear components (Figure 3). In the specific case of Tmouth, extra transversal elasticity
constraints are added between upper and lower boundaries of each lip, by means of ideal strings linking analog non
terminal FAPs. Denoting by li (resp. li ' ) the natural (resp. current) length of spring i with stiffness ki , the internal

elastic energy of the deformed template τ(T) is then defined as:

∑
τ∈
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Longitudinal (resp. transversal) springs are assumed to have the same stiffness, denoted by k l  (resp. tk ). For the

mouth template, we further assume that lt kk 10≈ .

• Local symmetry constraints are added to penalize non uniform distributions of  FAPs along each curvilinear component
of the templates. More precisely, dealing with the mouth template, the middle points on each half lip boundary are
constrained to remain roughly equidistant to their closest neighbors. For the eye template, the middle point along each
eye boundary is simply constrained to remain in a central position. Using the notations defined on Figure 4, the internal
geometric energy of the deformed templates are then expressed as follows:
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The internal energy of the template is finally defined as a weighted sum of the elastic and geometric energies:

),(),(),( geometricgeometriceleasticelasticint τ+τ=τ TTT EwEwE        .

(a)  (b)

Figure 3: Elastic internal energy model for the  (a) mouth template Tmouth and (b) eye template Teye.



(a)      (b)

Figure 4: Local geometry of the (a) mouth and (b) eye template models.

2.3.  External energy functionals

External energy functionals are meant to maintain the consistency between the template geometry and relevant image
features. The key issue consists therefore in defining and accurately estimating salient and stable mouth / eyes descriptors
from the video sequence, and in combining them within potential functions having a few number of local minima. We
propose to combine three information sources related to the previous frame nI and current frame In+1 :

• The edge information related to the external boundaries of the upper and lower lips, and to the eye contours prove to be
stable w.r.t. varying lighting conditions and skin deformations. We therefore compute a Euclidean edge map 

21+∇ nI

using the Canny-Deriche operator.

• Texture information related to the lips can be taken into account provided that lighting conditions remain stationary. In
this case, image luminance can be used directly. In the case of eyes, texture information cannot be exploited because of
luminance fluctuation due to fast eye motions and blinks.

• Non local topographic information, expressed in terms of luminance peaks and valleys, is relevant for describing mouth
and eyes regions18. Indeed, the luminance distribution within mouth interior consists of bright and dark zones
corresponding to teeth (if visible) and lip folds, respectively. In addition, eyes appear as small dark regions (iris and
pupil) partially or completely surrounded by bright areas (eye white) over a gray background (skin). Peak and valley
information can be incorporated within a single potential function, denoted by VP( In+1 ), by applying  the connection
cost operator20 to the original and negated image with respect to the boundaries of rectangular patches surrounding the
mouth and eyes regions (see Appendix). These patches are automatically propagated from the previous frame nI into

the current frame In+1  using a previously developed 3D head pose estimation procedure22.

Assuming that template matching has been achieved in frame nI ,  the external energy of the mouth template is specified as
a weighted sum of edge, texture and topography energies defined as follows:
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Here, n
aD (resp. n

aaL ) denotes the area (resp. length) of the domain n
aD (resp. the curve n

aaL ). In a similar fashion, the

external energy for the eye template is defined as:

eye
topography
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edge
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edge

eye
ext  EwEwE +=          ,

where the edge and topographical external energies are related to corresponding energies for the mouth template by

replacing Dn
mouth  by nDeye , and nLaa by nEa .

2.4.  Matching process

As mentioned above, template matching is achieved by searching for the mapping τ  minimizing the template total energy

templateE . In our experiments, this transform is estimated up to its second order derivatives, i.e. the mapping τ  is

parametrically defined as a second order polynomial:
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Assuming that a registered template nT̂  = nτ̂ (T) is available in frame nI , template matching in frame In+1  is then
performed as follows:

• The affine component of head motion is compensated using a robust 3D global head pose estimation procedure22

(Figure 7). The template T is initialized in frame In+1 by applying the estimated 3D affine transform to nT̂ ;

• The optimal template deformation 1ˆ +nτ  is estimated by minimizing templateE  w.r.t. the parameters of the

polynomial transform using the downhill simplex method21. Simplex iterations are initialized with a bx y= = 1  and

zero for all other coefficients;

• The deformed template 1
ˆ

+nT  = 1ˆ +nτ (T) is generated by transforming the spline nodal points and computing spline

updating accordingly;

• Relaxing the elastic deformation model, by resetting the spring network rest position as 1
ˆ

+nT .

The template nodal points are set interactively in the first frame of the sequence.

(a) Original image. (b) Connection cost w.r.t.
image boundaries.

(c) Valley potential.

(d) Negated image. (e) Connection cost w.r.t.
image boundaries.

(f) Peak potential.

(g) Valley-peak potential.

Figure 5:  Valley-peak potential generation for the mouth template using the double connection cost operator.



(a) Original image. (b) Connection cost w.r.t.
image boundaries.

(c) Valley potential.

(d) Negated image. (e) Connection cost w.r.t.
image boundaries.

(f) Peak potential.

(g) Valley-peak potential.

Figure 6:  Valley-peak potential generation for the eye template using the double connection cost operator.

3.  RESULTS

The proposed algorithm has been applied to a small data set consisting of five monocular and non calibrated video
sequences, each comprising approximately 500 frames, showing a speaking person with variable facial expressions and
head motions. In addition, a training sequence, showing exaggerated facial expressions, has been used for calibrating the
template hyper-parameters: spring stiffness coefficients and energy potential weights (Figure 8). The purpose of such a
calibration procedure is to set up under-regularized elastic models capable of undergoing large deformations and to
empirically establish the relative saliency of the image potentials. Table 1 shows the final settings that have been used in our
subsequent experiments.

Hyper-parameter Mouth template Eye template
kl 0.15 1.5
kt 1,35
welastic 0.9 0.5
wgeometric 0.1 0.5
wedge 0.6 0.8
wtexture 0.2
wtopographic 0.2 0.2

Table  1: Experimental hyper-parameter values.

 These settings have proven to yield satisfying results (Figure 8) for most of the frames.  Several failures, however, have
occurred when dealing with degenerated template configurations (e.g. temporarily lips vanishing) and for very large
template deformations.

On the test sequences (more than 1800 frames), the obtained results demonstrate accurate tracking performances (Figure 9)
despite some incidental local attraction defects on some isolated frames overcome by the template on subsequent frames.



(a) (b) (c)

Figure 7: Template initialization via model-based global 3D head pose estimation.
(a) Video sequence frame and 3D generic head mesh model – (b) Affine model registration – (c) Rough location of eye and

mouth templates.

Figure 8: Matching of the mouth and eye templates for various facial expressions.
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Figure 9: Some results of the deformable template matching for eyes and mouth.



4. CONCLUSION  AND  FUTURE  WORK

In this paper, we have presented a deformable template-based method for mouth and eyes tracking in non-calibrated
monocular video sequences. The external energy of the templates combines texture, contour and topography information.
The internal energy is defined as a linear spring network. Template matching is achieved using the downhill simplex
method for total energy minimization. Initialization is performed by directly estimating the 3D head pose via a robust
technique. Experiments demonstrate that the proposed method is stable and accurate for a variety of facial image sequences.

The future work will deal with vision-based face motion capture and synthesis within an MPEG-4 compliant framework.
The target application concerns the automated animation of a realistic signing avatar from video sequences showing signing
deaf people.
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APPENDIX

Connection cost definition

Let ℜ∈λ be a real value and ℜ→ℜ nf : a function of connected support and upper bounded on any bounded subset of its
support, denoted by supp(f). The transform:

{ },)(),(supp),( , λλ λ ≤∈=→ xffxXf f

denotes the threshold  λ,fX of f at level λ. The connection cost of two points nyx ℜ∈, with respect to f is defined as:

{ },),(
~

/inf),(,,),( , ∞<ℜ∈=≠ℜ×ℜ∈∀ yxyxCyxyx ff
nn

λδλ

where λδ ,
~
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Similarly, the connection cost of a point nx ℜ∈ to a non-empty subset nY ℜ⊂ is given by:
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Intuitively, the connection cost )(.,YC f results in “filling in” all local valleys of  f, excepting those marked by Y.

Topographic potential generation

In order to extract the topographic information underlying the topographic potential VP, the following procedure based on
the connection cost operator  is applied to an image patch P  including the facial element under consideration:

• The connection cost of P  with respect to its borders, denoted by CP , is computed (Figure 10(c)). The difference

C PP −  provides a map of the valleys of P  (high values are associated with initial local low ones - Figure 10(e));

• the same procedure applied to the negative of P , denoted by $P  and defined as $ max ( , )
( , )

P P x y P
x y P

= −
∈

[ ]
Supp

, where x

and y denote the spatial coordinates, leads to the map of the image peaks (high values are associated with initial local
high ones - Figure 10(f)).

Assuming that the mouth template Tmouth has been matched on frame In , and knowing the global head motion parameters

between frames In  and  In+1 , a rough position of Tmouth in In+1  is computed. A small image patch Pn
mouth

+1  of frame In+1

containing the new mouth region is then defined, and image valley map C P
P

n
n

mouth
mouth+ − +

1
1  and peak map C P

P
n

n$
$

mouth
mouth+ − +

1
1  are

computed. The sum of these two measures, yields a potential map, denoted by 1
mouthVP +n  and adapted to the description of the



mouth interior location (Figure 5). The same morphological-based processing is applied to the image patch including the

eye in the frame In+1 , to get the local valley-peak map in the eye region, VPn
eye

+1 (Figure 6).

Figure 10: Valley / peak extraction.
(a) Initial image - (b) Negated image of (a) - (c) Connection cost of (a) w.r.t. patch boundaries-

(d) Connection cost of (b) - (e) Valley map of (a) - (f) Peak map of (a).
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